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- Assumption: Data generation is an independent and identically distributed (i.i.d.) process.
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Bayes TS estimator!
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Solved using CVXPY!
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## Choice of Second Stage

- Construct non-linear features $\phi(\alpha)$
- $\alpha$ is the compressed data from first stage
- $\phi$ is a non-linear function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with $n<m \ll N$
- Deploy linear regression with $\phi(\alpha)$ as features
- Both $n$ and $\phi(\cdot)$ are user choices
- Selected according to the specific estimation problem.
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$$
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$$
\phi_{i}(\alpha)= \begin{cases}\alpha_{i}, & \text { if } 1 \leq i \leq n \\ \frac{\alpha_{i-n+1}}{\alpha_{1}}, & \text { if } n+1 \leq i \leq 2 n-1\end{cases}
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- Shape: Let
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- $\phi(\alpha)$ consist of monomials of the $\psi_{j}(\alpha)$ 's up to order 2
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## Conclusion

- Provided statistical decision-theoretical derivation of TS that leads to Bayes and minimax formulations
- Suggested a specific structure for the second stage of TS, which leads to simple convex programs for both Bayes and minimax formulations
- Illustrated the performance of the novel Bayes and minimax TS formulations
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## Appendix

## Appendix: CRLB-MSE Comparison

| True Values |  | CRLB |  | MSE, Bayesian (Uniform Prior) |  | MSE, Bayesian (Uninformative Prior) |  | MSE, Minimax |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta$ | $\gamma$ | $\eta$ | $\gamma$ | $\hat{\eta}$ | $\hat{\gamma}$ | $\hat{\eta}$ | $\hat{\gamma}$ | $\hat{\gamma}$ |
| 2 | 2 | $1.11 \times 10^{-4}$ | $2.43 \times 10^{-4}$ | $2.58 \times 10^{-4}$ | $5.77 \times 10^{-2}$ | $1.42 \times 10^{-4}$ | $2.06 \times 10^{-2}$ | $2.17 \times 10^{-4}$ |
| 2 | 8 | $6.93 \times 10^{-6}$ | $3.89 \times 10^{-3}$ | $1.11 \times 10^{-5}$ | $5.61 \times 10^{-2}$ | $1.27 \times 10^{-5}$ | $4.44 \times 10^{-2}$ | $4.28 \times 10^{-4}$ |
| 4 | 2 | $4.43 \times 10^{-4}$ | $2.43 \times 10^{-4}$ | $6.74 \times 10^{-4}$ | $1.05 \times 10^{-1}$ | $6.07 \times 10^{-4}$ | $2.43 \times 10^{-2}$ | $8.38 \times 10^{-4}$ |
| 4 | 8 | $2.77 \times 10^{-5}$ | $3.89 \times 10^{-3}$ | $3.84 \times 10^{-5}$ | $6.40 \times 10^{-2}$ | $4.33 \times 10^{-5}$ | $3.96 \times 10^{-2}$ | $1.72 \times 10^{-3}$ |
| 8 | 2 | $1.77 \times 10^{-3}$ | $2.43 \times 10^{-4}$ | $2.26 \times 10^{-3}$ | $1.89 \times 10^{-1}$ | $2.27 \times 10^{-3}$ | $2.59 \times 10^{-2}$ |  |
| 8 | 8 | $1.11 \times 10^{-4}$ | $3.89 \times 10^{-3}$ | $1.58 \times 10^{-4}$ | $7.901 \times 10^{-2}$ | $1.76 \times 10^{-4}$ | $4.51 \times 10^{-2}$ | $3.307 \times 10^{-3}$ |
| $18.605 \times 10^{-2}$ |  |  |  |  |  |  |  |  |

Table: MSE of Bayes and minimax TS estimators of the scale and shape parameters, and their corresponding CRLBs.

## Appendix: Minimax TS Estimator for Weibull Process

- Proposal distribution $\mathrm{s}: \mathcal{U}[1,20]$;

True distribution of $\theta$ :

$$
f(\theta)=\left\{\begin{array}{l}
\frac{1}{\log \frac{b}{a}}, \text { if } a \leq \theta \leq b \\
\theta, \text { otherwise }
\end{array}\right.
$$

where $a=1, b=20$

- $\mathrm{d}=3 ; \mathrm{n}=5$




## Appendix: Minimax TS Estimator for Weibull Process

- Proposal distribution S:

$$
f(\theta)=\left\{\begin{array}{l}
\frac{1}{\log \frac{b}{a}} \\
\theta \\
0, \text { if } a \leq \theta \leq b \\
\text { otherwise }
\end{array}\right.
$$

where $a=1, b=20$
True distribution of $\theta: \mathcal{U}[1,20]$

- $\mathrm{d}=3 ; \mathrm{n}=5$
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