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Adopt an iterative scheme to solve the optimization problem
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- Descent direction : Choose $d_{k}$ such that $\nabla f\left(x_{k}\right)^{\top} d_{k}<0$. More generally, $\mathcal{D}:=\left\{d \in \mathbb{R}^{n}: \nabla f\left(x_{k}\right)^{\top} d<0\right\}$ is the set of descent directions.

- For first order Taylor approximation to hold, we need $\alpha_{k}$ to be not too large.
- How do we find $\alpha_{k}$ ?
- Exact line search : step size $\alpha_{k}=\underset{\alpha>0}{\arg \min } f\left(x_{k}+\alpha d_{k}\right)$
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## Claim

If $\left\{d_{0}, \ldots, d_{n-1}\right\}$ are $A$ - conjugate, then they are linearly independent.

## Proof.

$$
\begin{aligned}
\sum_{i=0}^{n-1} \mu_{i} d_{i}=0 & \Longrightarrow d_{i}^{\top} A \sum_{j=0}^{n-1} \mu_{j} d_{j}=0 \\
& \Longrightarrow \sum_{j=0}^{n-1} \mu_{j} d_{i}^{\top} A d_{j}=0 \\
& \Longrightarrow \mu_{i} d_{i}^{\top} A d_{i}=0\left(\because d_{i}^{\top} A d_{j}=0 \forall i \neq j(A-\text { conjugacy })\right) \\
& \Longrightarrow \mu_{i}=0\left(\because A \text { is p.d. and } \therefore d_{i}^{\top} A d_{i} \neq 0\right)
\end{aligned}
$$

Therefore, $\sum_{i=0}^{n-1} \mu_{i} d_{i}=0 \Longrightarrow \mu_{i}=0$, and hence, $\left\{d_{0}, \ldots, d_{n-1}\right\}$ is a linearly independent set.
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$\Longrightarrow$
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The above update is called Fletcher-Reeves update
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## Conclusion

- Solution to convex quadratic problem $\Longleftrightarrow$ solution to system of linear equations
- The curse of inverse computation can be avoided if the Hessian matrix is positive definite
- Conjugate gradient (descent) method finds the optimal solution in at most $n$ iterations
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